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Abstract 
 
This paper proposes an optimal design scheme to reduce the noise of the intake system by using support vector re-

gression techniques. For this, as a measuring tool for the performance of the intake system, the performance prediction 
software was used. Then, the length and radius of each component of the current intake system were selected as input 
variables and the L18 table of orthogonal arrays was adapted as a space-filling design. The simulation of parameter de-
sign utilized an orthogonal array design, 1 7

18(2 3 )L × . In order to evaluate the above design and levels, the experiments 
satisfying the condition were done. With these simulated data, we can estimate parameters in support vector regression 
by solving a nonlinear problem and finding an optimal level for the intake system by using support vector regression. 

This optimal design scheme gives noticeable results and is a preferable way to analyze the intake system. Therefore, 
an optimal design for the intake system is proposed by reducing the noise of its system.  
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1. Introduction 

Increasingly restrictive regulation of vehicle noise 
problems, according to the enhanced perception of the 
environment, makes a vehicle’s silence more essential. 
Especially, the reduction of noise from the intake 
system of an automotive vehicle, one of the major 
sources of the vehicle’s noise, has been studied for 
many years. The noise from automotive vehicles has 
an uncomfortable effect on passenger ride quality and 
generates environmental noise. In addition, with the 
increasing number of vehicles, quietness in the pas-
senger compartment becomes one of the most impor-
tant characteristics of high quality vehicles, and the 
intake noise is being considered as the important ob-
ject of research. 

In general, the intake noise is low frequency noise 
below 500Hz. The booming noise generated by the 

intake noise transferred to the interior of the vehicle 
has an uncomfortable impact on riding quality. How-
ever, it is difficult to reduce the time and the cost for 
the development of a low noise intake system, be-
cause the method to reduce the intake noise is applied 
by means of trial and error after the design of the 
engine compartment is finished. In addition, methods 
for excessive noise reduction have worse effects 
rather than reducing the intake noise. 

It is difficult to design an optimal automotive in-
take system because the design of the intake system 
affects the engine performance and the space of the 
engine compartment is limited. Recently, various 
methods of analysis (the transfer matrix method, the 
acoustic finite element method and so on) and the 
experimental method using a simulator have been 
proposed.  

However, analysis methods require considerable 
time and cost for optimal design of the intake system, 
because these depend on trial and error. Further, ex-
perimental design methods are inadequate in com-
puter experiments because these are considered along 
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with the error term.  
A way to overcome this problem is to generate an 

approximation of the complex analysis code that de-
scribes the process accurately enough, but at a much 
lower cost. Such approximations are often called 
meta-models in that they provide a model of the 
model. Common meta-modeling techniques include 
response surface methodology, Kriging, radial basis 
functions, and multivariate adaptive regression 
splines. SVR is a particular implementation of sup-
port vector machines (SVM), a principled and very 
powerful method that in the few years since its intro-
duction has already outperformed most other systems 
in a wide variety of applications. In this paper, we 
investigate support vector regression (SVR) as an 
alternative technique for approximating complex 
engineering analyses. Therefore, we consider support 
vector regression, which is suitable for computer ex-
periments, to improve the performance of the system 
with a low cost and time savings.  

The SV algorithm is a nonlinear generalization of 
the generalized portrait algorithm developed in Russia 
in the sixties. As such, it is firmly grounded in the 
framework of statistical learning theory, or VC theory, 
which has been developed over the last three decades 
by Vapnik, Chervonenkis and others. Briefly, VC 
theory characterizes properties of learning machines 
that enable them to generalize well to unseen data. In 
its present form, the SV machine was developed at 
AT&T Bell Laboratories by Vapnik and coworkers. 
Due to this industrial context, SV research has to date 
had a sound orientation towards real-world applica-
tions. Initial work focused on OCR (optical character 
recognition).  Within a short time, SV classifiers 
became competitive with the best available systems 
for both OCR and object recognition tasks. A com-
prehensive tutorial on SV classifiers has been pub-
lished by Burges. But also in regression and time 
series prediction applications, excellent performance 
was soon obtained. A snap shot of the state of the art 
in SV learning was recently taken at the annual Neu-
ral Information Processing Systems conference. SV 
learning has now evolved into an active area of re-
search, and it is in the process of entering the standard 
methods toolbox of machine learning. 

In this paper, support vector regression is proposed 
for an optimal design scheme to reduce the intake 
noise. The characteristics of the noise reduction are 
evaluated by using the intake system as shown in Fig. 
1. For this, as a measuring tool for the performance of  

Outlet hose

 
Fig. 1. Overview of an intake system. 

 
the intake system, the performance prediction soft-
ware, which was developed by Oh, et al., is used. 
Then, the length and radius of each component of the 
current intake system are selected as input variables. 
The experimental design we used is the 18L table of 
orthogonal arrays. The orthogonal array is adapted as 
a space-filling design, which gives one confidence 
that the design is “infiltrating” the design space well, 
and so is suitable for support vector regression.  

In Section 2, we describe the simulator and ex-
periments of noise reduction for an intake system. To 
do this, experimental design, support vector regres-
sion and simulated annealing are introduced in Sec-
tion 3. In Section 4, we perform support vector re-
gression with simulated data and find the optimal 
level for the intake system to minimize the intake’s 
noise. Section 5 contains the conclusions of this study 
and ideas for ongoing work. 
 

2. Prediction of transmission loss by using the 
transfer matrix method 

2.1 Modeling of intake noise by the transfer matrix 
method 

As a method of modeling the transfer characteristic 
of acoustics, the transfer matrix method, which intro-
duces the concept of impedance, is used.  Widely 
used for acoustic systems for its computational sim-
plicity, this method makes design easy since model-
ing for each factor makes up the whole system. 

Adopting acoustic pressure, p , and mass velocity, 
v , as the two state variables in the transfer matrix 
method, we found the four-pole parameters from the 
conditions of both sides, which can be written as Eq. 
(1), where { }T

r rp v  is called the state vector at the 
upstream point, r  and 1 1{ }T

r rp v− −  is called the 
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state vector at the downstream point 1r − . 
 

1
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r r
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             (1) 

 
The transmission loss is independent of the source 

and presumes an anechoic termination at the down-
stream end. It is defined as the difference between the 
power incident on the acoustic element and that 
transmitted downstream into an anechoic termination. 
So it makes the evaluation and prediction easy to 
leave the reflected pressure due to radiation imped-
ance out of consideration. The transmission loss is an 
energy loss of acoustic elements, so the ratio of sound 
pressure between the inlet and outlet of acoustic ele-
ments can be expressed in dB scale. Eq. (2) shows the 
ratio between incident and reflective pressures 
through acoustic elements. Also, a two-microphone 
method is used at the end of the acoustic element to 
remove the influence of reflected waves. 

 

1
10 10

2
( ) 10log 20logi

t

w pTL dB
w p

+
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where iw  is the energy of inlet, tw  is the energy of 
outlet, 1p+  is an inlet sound pressure, and 2p−  is an 
outlet sound pressure. Here, 1p+  and 2p−  are de-
rived from Eq. (1). Fig. 2 shows schematics of trans-
mission loss measurement. Transmission loss ob-
tained from Eq. (2) is used to interpret an improved 
intake system.  
 
 

 
 
Fig. 2. Schematics of transmission loss measurement. 
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Fig. 3. Experimental 4-pole measurement system. 

The 4 – pole parameter method based on plane 
wave theory is very popular for the analysis of the 
acoustic behavior of the vehicle intake system. But 
this method is applicable only for the simple shape of 
the intake. Moreover, the principal part that was de-
signed by engine performance is used like an un-
changeable design factor, such as manifold and air 
cleaner. Therefore, by way of measurement, a transfer 
matrix was composed of acoustic pressure p and 
acoustic velocity v  at manifold and air-cleaner. 
Acoustic velocity v  can be obtained by two micro-
phones as in (3). 

 
1 2

2r
p pp += , 3 4

1 2r
p pp −

+= ,  

2 1
12

1 ( )rv p p
rρω

−≅ −
∆

, 1 4 3
34

1 ( )rv p p
rρω−

−≅ −
∆

(3) 

 
Finally, the whole system is composed of several 
matrixes that were obtained by theoretical and ex-
perimental method. 

 
2.2 Analysis of experimental results with the two-

microphone method 

The two-microphone method separates the incident 
wave and the reflected wave in the pipe.  The trans-
mission loss can be written as in Eq. (4) and Eq. (5) 
by using two-microphones. 

 

10( ) 10log aa

cc

STL dB
S

=                      (4) 
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2
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( ) [ ( ) ( ) 2 ( )cos ( )
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 (5a) 
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2
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2 sin ( )]/ 4sin ( ),
ddS f S f S f C f k x x

Q k x x k x x

= + − −

+ − −
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where aaS  is an incident spectrum for inlet, bbS  is 
a reflected spectrum for inlet, ccS  is an incident 
spectrum for outlet, and ddS  is a reflected spectrum 
for outlet. Also, 12c  is a real part of the cross spec-
trum for inlet, 12Q  is an imaginary part of cross 
spectrum for inlet, and k  is wave number. 

Fig. 4 is a block diagram of the experimental setup. 
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We installed a non-reflected part (Anechoic termi-
nator) in the outlet for complete separation of the 
reflected wave. Incident pressure and reflecting pres-
sure are measured at the same time when measuring 
pressure amplitude. We used anechoic terminator at 
the outlet to reduce error. Anechoic terminator 
prevents the reflection of wave phenomena. The an-
echoic terminator typically uses fiberglass to absorb 
incoming sound waves. The acoustic energy is 
converted to heat at the anechoic terminator. Because 
Eq. (4) is constructed excluding the information in the 
reflected spectrum, the experiment is performed to get 

aaS  and ccS . This experimental value is used to 
evaluate the performance of an intake system. 

 
2.3 Verification of transmission loss simulation for 

the intake system  

The intake system consists of the manifold, plenum, 
air cleaner, pipe and resonator. The manifold and 
plenum are not considered as design parameters be-
cause the manifold and plenum are designed by con-
sidering the engine performance in the early stage.  

 
 

 
 
Fig. 4. Block diagram of the experimental set-up using the 
two microphone method. 
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Fig. 5. Factors of intake system. 

The simplified intake system is represented in Fig. 
5 and control factors and levels are represented in 
Table 1. Table 1 shows six factors that are chosen as 
the control factors to apply to the preliminary experi-
ment and the boldfaced numbers are values of the 
current level. These control factors, which are ex-
pected to contribute to the characteristic value, are 
chosen by experience so that the experiment can be 
easily modified and the total size of experiments can 
be kept to a minimum in the design process as well. 

In this study, we predicted transmission loss (TL) 
of the intake with the transfer matrix methods. The 
experiment shows the TL of intake for verification of 
confidence in intake performance software as in Fig. 6. 

From the results of Fig. 6, we know that intake per-
formance software estimated the TL well. To verify 
the predicted TL, the simulation results obtained for 
the acoustical transfer matrix were compared with the 
experimentally obtained results from a two-
microphone arrangement. Favorable agreement be-
tween the calculated and measured the TL was ob-
tained. The difference between simulation and ex-
perimental results has a little error at the low fre-
quency range. Also, the difference between the TL  

 
Table 1. Control factors and levels. 

Levels 
Control factors 

0 1 2 

A Reso. 1 neck length 0.42 0.32  

B Outlet hose diameter 0.055 0.065 0.075

C Inlet hose 1 diameter 0.048 0.056 0.064

D Inlet hose 2 length 0.1 0.05 0 

E Fresh Air Duct length 0.07 0.075 0.08

F Fresh Air Duct Dia. 0.14 0.15 0.16
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Fig. 6. Comparison between simulation and experimental 
results. 
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overall values of the calculated and measured spectra 
was 1.5dB. The overall value of TL was used as the 
characteristic value and the large better characteristic 
was also applied because the larger value implies 
better performance. 

 
3. Support vector regression based on design 

of computational experiments 

3.1 Space filing design using L18 orthogonal array 
experimental design 

The eight variables are arranged on a 18L  table of 
orthogonal arrays, which is given in Table 2.  

Input variables (A, B, C, D, E, F) shown in Table 2 
are placed in the inner array and uncontrollable fac-
tors (U: temperature, V: humidity, W: noise) are 
placed in the outer array. G and H are dummy vari-
ables for using an orthogonal array. When the Kriging 
is preceded, the TL value is used as the response 
value. The characteristic value, ijy , is the transmission 
loss, which is used to evaluate the acoustic character-
istics and the performance of the reduction of acoustic 

elements. The transmission loss is an energy loss of 
acoustic elements, so the ratio of sound pressure be-
tween the inlet and outlet acoustic elements can be 
expressed in dB scale. The overall value, which is the 
average value of TL in the frequency region of inter-
est, is used as the characteristic value, and the larger-
the-better characteristic is also applied because the 
larger value implies better performance. 

 
3.2 Estimation of the model parameters  

To determine the influences of the selected design 
factors and find the optimal values, we performed an 
analysis of variance and a factorial effective analysis. 
The analysis of variance is shown in Table 3. 

As can be seen in Table 4, the number of degrees 
of freedom of a sum of squares is equal to the number 
of independent elements in that sum of squares. Gen-
erally, the number of degrees of freedom for the fac-
tors is the number of level-1; for total the sum of 
squares it is the number of experiments-1 and for the 
error sum of squares, it is the difference between the 
total degrees of freedom and the sum of degrees of  

Table 2. Parameter design using L18(21ⅹ37) orthogonal array. 

 Inner array (L18(21ⅹ37)) Outer array (L4(23)) 

Factor layout A B C D E F G H Original data The overall of TL value

Factor name No. of experiment 
1    2    3    4 Uncontrollable factor

Level 
1 
2 
3 

Main factor layout 

No. 
No. of Exp. 1 2 3 4 5 6 7 8 

0    0    1    1 
0    1    0    1 
0    1    1    0 

U 
V 
W 

1 
2 
3 
4 
5 
6 
7 
8 
9 

1 
1 
1 
1 
1 
1 
1 
1 
1 

1 
1 
1 
2 
2 
2 
3 
3 
3 

1 
2 
3 
1 
2 
3 
1 
2 
3 

1 
2 
3 
1 
2 
3 
2 
3 
1 

1 
2 
3 
2 
3 
1 
1 
2 
3 

1 
2 
3 
2 
3 
1 
3 
1 
2 

1 
2 
3 
3 
1 
2 
2 
3 
1 

1 
2 
3 
3 
1 
2 
3 
1 
2 

y11 
y21 
y31 
y41 
y51 
y61 
y71 
y81 
y91 

y12 
y22 
y32 
y42 
y52 
y62 
y72 
y82 
y92 

y13 
y23 
y33 
y43 
y53 
y63 
y73 
y83 
y93 

y14 
y24 
y34 
y44 
y54 
y64 
y74 
y84 
y94 

TL1 
TL 2 
TL 3 
TL 4 
TL 5 
TL 6 
TL 7 
TL 8 
TL 9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

2 
2 
2 
2 
2 
2 
2 
2 
2 

1 
1 
1 
2 
2 
2 
3 
3 
3 

1 
2 
3 
1 
2 
3 
1 
2 
3 

3 
1 
2 
2 
3 
1 
3 
1 
2 

3 
1 
2 
3 
1 
2 
2 
3 
1 

2 
3 
1 
1 
2 
3 
3 
1 
2 

2 
3 
1 
3 
1 
2 
1 
2 
3 

1 
2 
3 
2 
3 
1 
2 
3 
1 

y101
y111
y121
y131
y141
y151
y161
y171
y181

y102
y112
y122
y132
y142
y152
y162
y172
y182

Y103
y113
y123
y133
y143
y153
y163
y173
y183

y104 
y114 
y124 
y134 
y144 
y154 
y164 
y174 
y184 

TL 10 
TL 11 
TL 12 
TL 13 
TL 14 
TL 15 
TL 16 
TL 17 
TL 18 
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Table 3. TL overall & S/N ratio.  

Exp. 
No 

Overall 
Of TL 

S/N 
ratio 

Exp. 
No 

Overall 
Of TL 

S/N 
ratio 

1 36.27 3.12 10 36.49 3.12 
2 35.77 3.11 11 35.97 3.11 
3 35.26 3.09 12 35.61 3.10 
4 35.31 3.10 13 35.60 3.10 
5 34.82 3.08 14 35.22 3.09 
6 34.60 3.08 15 34.66 3.08 
7 34.79 3.08 16 34.98 3.09 
8 34.23 3.07 17 34.28 3.07 
9 33.70 3.06 18 34.12 3.06 

 
Table 4. Analysis of variance for TL. 

Source DF SS Mean 
Square F-Value 

A 1 1.63e-4 1.63e-4 962.30 

B 2 4.41e-3 2.20e-3 12982.25

C 2 1.54e-3 7.72e-4 4541.60 

D 2 2.44e-5 1.22e-5 71.80 

E 2 3.84e-5 1.92e-5 113.08 

F 2 2.56E-7 1.28e-7 0.75 

Total 15 6.18e-3 4.12e-4  

 
freedom of the factors. The total sum of squares is 

 
218

18
12

1

i
i

T i
i

y

SS y
N

=

=

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠= −
∑

∑  (6) 

 
where iy  is the response variable and N  in the 
number of experiments. 

The mean square of factor C is found as follows: 
 

218

12 2 2
0 1 2

i
i

C

y
bSS C C C
n N

=

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠⎡ ⎤= + + −⎣ ⎦

∑
 (7) 

 
Where

0 1 2

0 1 2, ,
level level level

i i i
at C at C at C

C y C y C y= = =∑ ∑ ∑  

and b  is the number of levels of factor C. Mean 
squares of other factors are expressed by this formula.   

The sum of squares of error is the difference be-
tween the total sum of squares and the sums of 
squares of factors. The mean square of each factor 
can be calculated as sum of square / degree of free-

dom and F ratio, 0F , is the mean square of factor / 
mean square of error. 

 
3.3 Support vector regression  

The experimental data{ }1 1( , ), ,( , )l lx y x y χ⊂ ×R  
were given, where χ  denotes the space of the input 
patterns for instance, dR . In ε -SV regression Vap-
nik, the objective in this study is to find a function 

( )f x that has at most ε deviation from the actually 
obtained targets iy for all the training data, and at the 
same time, is as flat as possible. In other words, we 
do not care about errors as long as they are less than 
ε  but will not accept any deviation larger than this. 
This may be important if one wants to be sure not to 
lose more than ε  money when dealing with ex-
change rates, for instance. 

For pedagogical reasons, we begin by describing 
the case of linear functions f , taking the form 

 
( ) , with  ,f x w x b w bχ= + ∈ ∈R            (8) 

 
where ,⋅ ⋅ denotes the dot product in χ . Flatness 
in the case of (8) means that one seeks small w . One 
way to ensure this is to minimize the Euclidean norm, 
i.e., 2w . Formally, we can write this problem as a 
convex optimization problem by requiring:  
 

2

i

1minimize
2

,
subject to

,
i

i i

w

y w x b
w x b y

ε
ε

⎧ ⎫− − ≤⎪ ⎪
⎨ ⎬+ − ≤⎪ ⎪⎩ ⎭

              (9) 

 
The assumption in (9) was that such a function f ac-

tually exists that approximates all pairs ( , )i ix y with 
ε  precision, or, in other words, that the convex op-
timization problem is feasible. Sometimes, however, 
this may not be the case, or we also may want to al-
low for some errors. Analogously to the “soft margin” 
loss function in Cortes and Vapnik, one can introduce 
slack variables *,i iξ ξ to cope with otherwise infeasi-
ble constraints of the optimization problem (9). Hence, 
we arrive at the formulation stated in Vapnik. 

 

2 *

1

i
*

*

1minimize ( )
2

,

subject to ,

, 0

l

i i
i

i i

i i i

i i

w C

y w x b

w x b y

ξ ξ

ε ξ

ε ξ

ξ ξ

=

+ +

⎧ ⎫− − ≤ +
⎪ ⎪⎪ ⎪+ − ≤ +⎨ ⎬
⎪ ⎪
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∑
         (10) 
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Fig. 7. The soft margin loss setting corresponds for a linear 
SV machine. 

 
The constant 0C > determines the tradeoff be-

tween the flatness of f and the amount up to which 
deviations larger than ε are tolerated. The formula-
tion above corresponds to dealing with a so-called 
ε -insensitive loss function εξ described by 

 
0 if

otherwiseε
ξ ε

ξ
ξ ε

⎧ ⎫≤⎪ ⎪= ⎨ ⎬−⎪ ⎪⎩ ⎭
                (11) 

 
Fig. 1 depicts the situation graphically. Only the 

points outside the shaded region contribute to the cost 
insofar, as the deviations are penalized in a linear 
fashion. It turns out that the optimization problem 
(10) can be solved more easily in its dual formulation. 
Moreover, the dual formulation provides the key for 
extending an SV machine to nonlinear functions. 
Hence, we will use a standard dualization method 
utilizing Lagrange multipliers. 

 
3.4 Dual formulation and quadratic programming 

The key idea is to construct a Lagrange function 
from both the objective function (it will be called the 
primal objective function in the rest of this article) 
and the corresponding constraints, by introducing a 
dual set of variables. It can be shown that this func-
tion has a saddle point with respect to the primal and 
dual variables at the optimal solution. Hence, we pro-
ceed as follows: 
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It is understood that the dual variables in (12) have to 
satisfy positivity constraints, i.e., * *, , , 0i i i iα α η η ≥ . It 

follows from the saddle point condition that the par-
tial derivatives of L with respect to the primal vari-
ables *( , , , )i iw b ξ ξ have to vanish for optimality.  
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Substituting (13), (14) and (15) into (12) yields the 

dual optimization problem. 
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 (16) 

  
In deriving (16) we already eliminated the dual 

variables iη , *
iη  through condition (15) as these 

variables did not appear in the dual objective function 
anymore but only were present in the dual feasibility 
conditions. Eq. (14) can be rewritten as follows: 
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        (17) 

 
This is the so-called support vector expansion, i.e., 

w can be completely described as a linear combina-
tion of the training patterns ix . In a sense, the com-
plexity of a function’s representation by SVs is inde-
pendent of the dimensionality of the input space χ , 
and depends only on the number of SVs. Moreover, 
the complete algorithm can be described in terms of 
dot products between the data. Even when evaluat-
ing ( )f x we need not compute w explicitly, although 
this may be computationally more efficient in the 
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linear setting. These observations will come in handy 
for the formulation of a nonlinear extension. 

So far we have neglected the issue of computing b . 
The latter can be done by exploiting the so-called 
Karush Kuhn Tucker (KKT) conditions. These state 
that at the optimal solution the product between dual 
variables and constraints has to vanish. In the SV case 
this means 

 

* *

( , ) 0

( , ) 0

i i i i

i i i i

y w x b

y w x b

α ε ξ

α ε ξ

+ − + + =

+ + − − =
           (18) 

 
and  
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This allows us to make several useful conclusions. 

First, only samples ( , )i ix y with corresponding 
*
i Cα =  lie outside the ε -insensitive tube around f . 

Second, * 0i iα α = , i.e., there can never be a set of 
dual variables *,i iα α which are both simultaneously 
nonzero as this would require nonzero slacks in both 
directions. Finally, for * (0, )i Cα ∈ we have 

* 0iξ = and the second factor in (16) has to vanish. 
Hence, b can be computed as follows: 
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Another way of computing b will be discussed in 

the context of interior point optimization. There, 
b turns out to be a by-product of the optimization 
process, so further considerations shall be deferred to 
the corresponding section.  

A final note has to be made regarding the sparsity 
of the SV expansion. From (18) it follows that only 
for ( )i if x y ε− ≥ the Lagrange multipliers may be 
nonzero, or in other words, for all samples inside the 
ε -tube (i.e., the shaded region in Fig. 7) the *,i iα α  
vanish: for ( )i if x y ε− < the second factor in (18) is 
nonzero, hence *,i iα α  has to be zero such that the 
KKT conditions are satisfied. Therefore, we have a 
sparse expansion of w in terms of ix . 

 

3.5 Nonlinearity by preprocessing 

Non-linear function approximations can be achi-

eved by replacing the dot product of input vectors 
with a non-linear transformation on the input vectors. 
This transformation is referred to as the kernel func-
tion and is represented by k(x,x'), where x and x' are 
each input vectors. Table 5 lists common kernel func-
tions where the kernel function substitution maintains 
the elegance of the optimization method used for 
linear SVR. 

Applying the kernel function to the dot product of 
input vectors, we obtain:  
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Replacing the dot product in Eq. (21), the SVR ap-

proximation becomes: 
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The kernel function *,i ik x x  can be pre-processed, 

and the results are stored in the kernel matrix. The 
kernel matrix must be positive definite in order to 
guarantee a unique optimal solution to the quadratic  

 
Table 5. Common kernel functions. 
 

 



 H.-J. Sim et al. / Journal of Mechanical Science and Technology 22 (2008) 1121~1131 1129 
 

optimization problem. The kernel functions presented 
in Table 5 yield positive definite kernel matrices. 
Thus, by using the kernel function and corresponding 
kernel matrix, non-linear function approximations can 
be achieved with SVR while maintaining the simplic-
ity and computational efficiency of linear SVR ap-
proximations. This study used the Gaussian kernel 
function.  
 

4. Statistical analysis of a design process 

4.1 Design and experiments 

In order to evaluate the above design and levels, 
experiments satisfying the condition of 21×37 are done. 
The characteristic values of each experiment are ob-
tained from the experiment explained in Table 6. 
Here, the characteristic values, which are obtained 
from TL values, are the overall value of the transmis-
sion loss from 0Hz to 350Hz.  

To distinguish the effectiveness of the factors, the 
F-value for the factors was compared to the criterion. 
Accordingly, the null hypotheses for all factors were 
rejected. The result shows that they affect the intake 
noise such that B > C > A > E > D > F in sequence. 
This sequence is determined by the order of the sensi-
tivity (magnitude difference / unit level), that is, the 
steeper the slope of the factor becomes, the more 
sensitive. It means that the levels of each factors cor-
responding to the largest SN ratio become optimal 
values of the factors. Thus, we can obtain the maxi-
mum characteristic value satisfying the low noise 
performance from the above optimal parameters. 

To assist in interpreting the results of this experi-
ment, a factorial effect diagram was used. It is ex-
pressed as a graph of the average responses at each 
treatment combination. 

A re-analysis result using the simulation for the 
performance evaluation of intake system is conducted. 
The overall level of TL is 1.8dB that is larger than 
current specification.  

This is adapted to extract the effective main factors. 
But this value is not an optimum value, because DOE 
uses the selected value in the discrete data and is not 
considered a nonlinear characteristic of model. There-
fore, this model is applied to SVR by using the effec-
tive main factor. In Fig. 8, we find the optimal level 
of B, C and A, because these factors are verified to be 
the most significant three factors from 18L  tables of 
orthogonal arrays. So, D, E and F factors are kept in 
current levels because these are not significant. 

Table 6. Control factors and levels. 
 

Levels 
Control factors 

Initial Taguchi 
optimum 

A Reso. 1 neck length 0.42(0) 0.32(1) 

B Outlet hose diameter 0.065(1) 0.055(0) 

C Inlet hose 1 diameter 0.056(1) 0.048(0) 

D Inlet hose 2 length 0.1(0) 0.0(2) 

E Fresh Air Duct length 0.075(1) 0.07(0) 

F Fresh Air Duct Dia. 0.15(1) 0.15(1) 
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Fig. 8. Factorial effect diagram of intake system. 
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Fig. 9. Comparison of TL Overall for current & optimum 
Values (DOE) of the objected vehicle intake system.  
 

Fig. 9 shows the comparison of the initial valued 
(current value) and optimal valued (optimized DOE 
value) noise spectrum of the TL.  

 
4.2 Finding an optimal level using simulated an-

nealing 

Simulated annealing is a technique for combinato-
rial optimization problems, such as optimizing func-
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tions of very many variables. Because many real-
world design problems can be cast in the form of such 
optimization problems, there is intense interest in 
general techniques for their solution. Kirkpatrick et al. 
introduced this approach in 1982.  

The process of simulated annealing for finding the 
optimal level in design space by using SVR is given 
below. Now, a point oldx  in design space is selected 
and its SVR estimate value is calculated. Then, newx  
is selected by perturbing oldx  and its SVR estimate 
value is calculated. In the last stage, of the two points, 
one point remains on the annealing schedule. When a 
terminate condition is satisfied, this process is ended 
with an optimal level. In this study, the initial tem-
perature was set by 1, the Boltzmann constant is 
0.9999, and the final temperature is 0.9999. 

Table 7 shows the optimal level of the intake sys-
tem. This represents that the maximum value of the 
SVR estimate in the final temperature might be 38.3. 

 
4.3 The improved noise reduction in the optimal 

level 

Table 8 is a comparison between current conditions  
 

Table 7. Optimum design level for the intake system. 
 

 A B C 
Optimum design value 0.325 0.045 0.045 
 

Table 8. Comparison current design value and optimum 
design using SVR. 
 

Condition Overall TL (dB) 
Current 34.83 

SVR 38.87 
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Fig. 10. Comparison of TL Overall for current & optimum 
Values (SVR).  

and the optimal level resulting from by SVR for over 
all TL value. As these results show, SVR increases 
4.04(dB), as compared to the current condition. Fig. 
10 shows a comparison of values between current 
experiment and SVR. As shown in Fig. 10, the SVR 
gives better results. 
 

5. Conclusions 

SVR was applied to reduce the vehicle’s intake 
noise. For the preliminary experiment, the L18 design 
was first performed for the six control factors. Statis-
tical analysis was used to detect the effectiveness of 
the design parameters. The parameters were estimated 
with SVR and an optimal level was estimated with 
simulated annealing. 

In this paper, the conclusions for noise reduction of 
the intake system are as follows. 

(1) SVR can be applied to solve highly correlated 
and nonlinear problems. Therefore, SVR is suitable 
for this reduction of the intake noise. SVR gives no-
ticeable results and is a preferable way to analyze the 
intake system. 

(2) The overall level of transmission loss by the op-
timal designs using SVR with the meta-heuristic 
method was increased by 4.04 (dB) as compared with 
the current designs. 
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